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Abstract
We consider Lexi-Search Approach using PatternoBeition Technique for a Travelling Sales Man

Problem (TSP) in which he wants to visit m citiediere m is even. Let N be the set of n stationsddfas N= {1,

2, 3, 4...n} and N1UN2=N. The city ‘1’ taken as thenfe city and it is in N1. He has to starts froradhguarter
city {1} which is in N1 from there he visits a citg N2. In this way the salesman visits m citiieraatively and m
<n. D (i, j) be the distance or cost matrix. A satan starts for his tour from a home city (sayrij eome back to

it after completing the all the m cities. Theraisestriction that he must visit the N1, N2 groafternatively. An
exact algorithm is proposed for this TSP. The algor solves the problem on identify the key patsewhich
optimize the objective of the cost/distance. Hetleeobjective of the problem is to find a tour wittinimum total
distance while completing all the m cities alteivelly by above considerations.

Keywords: Pattern Recognition, Lexi-Search Approach, Tlliang Sales Man Problem.

Introduction

The travelling salesman problem is one of the
oldest combinatorial programming problems (Flood[2]
1956 and Croes[3]-1958) and can be stated as fsllow
There are n cities and the distance between argread
pair of cities is known. Starting from one of thes a
salesman is to visit the other cities only once setdrn
to the starting city. The objective is to find aitén such
a way that the total length of the tour is minimuhe
Traveling Salesman Problem is one of the most
intensively  studied problems in computational
mathematics and is a kind of mathematical puzzth wi
long enough history Dantzig, Fulkerson and Johnson-
1954 and Tutte-1940. Many solution procedures have
been developed such as Flood [2]-1956, Hardgrave &
Nembanser[12]-1962 and Little[13] et al-1963 foe th
travelling salesman problem. One more generaliratio
which is called the “Truncated Travelling Salesman
Problem” (Sundara Murthy [9] -1979).

There are many algorithms for usual one man
travelling salesman problem developed by reseascher
from time to time. But the problem has not recdive
much attention in its restricted context. However,
literature which is available with regard to thePT&ith
variations is discussed (Das [7] - 1976, 78, JajBé -
1985, Pandit[5] - 1961, 63, 64, 65, Murthy & Svava
et al [10] 1969.The Generalized Travelling Salesman
Problem was first addressed by Srivastava[l0] et al
(1970).Time Dependent Travelling Salesman Problem
Was also attempted by Bhavani[11l] — 1997, Sobhan
Babu[6] — 2000, Naganna[4] — 2001 and Balakrishha[l
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— 2006 and the simple combinatorial structure af th
TDTSP were taken into account. With sufficient
ingenuity, one can also formulate problems of thze

as a non trivial Integer programming problem, a&i@—
one programming problem more generally (Balas.et.al
1991 and Glover[14] — 1965). Combinatorial struetu
may not be clear in some problems because of the NP
Hard nature, but one can always identify the raieva
Cartesian product and the feasibility criterion

Problem Description

In this paper we consider Pattern Recognition
Based Lexi-Search Approach farTravelling Sales Man
Problem (TSP) in which he wants to visit m citi&$ie
objective is to find a Tour such that total lengththe
tour minimum. An exact algorithm is proposed foisth
TSP. The algorithm solves the problem on identifg t
key patterns which optimize the objective of the
cost/distance. The algorithm calculates the satutio
incrementally for deferent cities have visited Hyet
salesman and the best combination is taken as the
solution.

Let N be the set of n stations defined as N= {1,
2, 3, 4...n} and NUN,=N. The city ‘1’ taken as the
home city and in N. He has to starts from head quarter
city {1} which is in N; from there he visits a city in N
In this way the salesman visits m cities alterredivand
m < n. D be the distance or cost matrix associatetd wit
the node pair of cities i and j. A salesman stéotshis
tour from a home city (say 1) and come back tdtiéra
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completing the all the m cities. There is a resticthat
he must visit the N N, groups alternatively. Hence the
objective of the problem is to find a tour with rfimmum
total distance while completing all the m cities
alternatively, where mis even.

Mathematical Formulations

Let N={1, 2...n}, {1}eN;, N;UN,=N and N
~ N>=d. For our convenience odd cities can be taken into
N; and even cities can be taken intg .Nhis is not a
necessary condition. Many times we have freedom to
name the cities, so we can name theclles as 1, 3,
5...and N cities 2, 4, 6...as numbers.

Minimize Z = X,y 2;en DV (L) X(L,7) -
(1)

subject to X,y X;cy X(i,/) =m, (m is even),

X(ij)=00r1

-(3)
1f X(i,j)=1,

(e N, JEND) voeievieiininn, (4)

Equation (1), represent the total length of the
tour. Equation (2) represent the salesman travedead
m cities, <n. Equation (3) represent the salesman
travelled from city i to city j then the value isotherwise
it is 0.

then, @ N, je N, ) or

Numerical lllustration

The concepts and the algorithm developed will be
illustrated by a numerical example for which we &y
take number of cities/stations n = 6, and number of
stations travelled by the salesman m =6. Let NLFZ]

3, 4, 5, 6}. Then the cost/distance DV(i,j) ,i.eray DV

is given in table-1.

Table -1
999 | 4 1 2 4
2 | 999 2 3 1 o0
(] 1 999 7 8 2
DV(@Ej)=| 9 e 4 999 4 1
3 3 2 8 999 4
4 1 2 1 2 999

In the table-1 numerical example, DV (i, j),
where i=j are taken to be very large number 998abse
they are irrelevant for finding a tour of the sates.
Though all the DV (i, j)’s taken as non negativeegers
it can be easily seen that this is not a necessargition
and the cost/distance can be any positive quaribty.
(3, 4) = 7 means that the cost /distance of theecting
thecity3to 4is 7.
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Table-2
I 1 = 3 4 5 6
INX |1 2 1 2 1 2

Where INX()=1:if ieN;

=2:if ieEN;

Concepts and Definitions

A tour is a feasible trip - schedule for the
salesman. Trip-schedule of the salesman can be
represented by an appropriate n x n indicator axray
xa ) X (i,j)y=0o0r1} inwhichxi(j)=1
indicates that the salesman visits city j from ¢ity
Feasible Trip:{(1,4),(4,5),(5,2),(2,3),(3,6),(6,1)}
represents the pattern given in Table - 3, which is
feasible .

Table -3

0 0 0 1 0 0

0 0 1 0 0 0

0 0 0 0 0 1
X(ij= 0o lo o |01 ][o0

0 1 0 0 0 0

1 0 0 0 0 0
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From the abovéigure 1 city 1 is connected to
the city 4,city 4 is connected to the city 5, chyis
connected to the city2, city 2 is connected toditg 3,
city 3is connected to the city 6 and city 6 is cected to
the cityl. So it is a feasible solution.
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Infeasible Trip

Consider an ordered pair set {(1,3), (3,4), (4,6),
(6,2) and (2,1)} represents the pattern given enTable
- 4, which is an infeasible solution.

Table -4
o]l o] 1]0] 0] 0
1ilojJolo] oo
TR NESE AR
Xij= [0 ] 0] 0| 0| 01
ol o]lo| 0| 0|0
R ERERE S
FIGURE-2
W —
| e .
@ 99 |

From the abovdigure 2, it is infeasible due to
(i) The salesman visits only 5 cities,<6=m, heatg § is
missed (i) He visits 4 to 6 and 1 to 3, this is
contradiction because the cities 4,6 and 1, 3 lgsldo
the same group Nand N respectively
5.3 Definition of a Pattern

An indicator two-dimensional array which is
associated with an assignment is called a 'pattefn’
Pattern is said to be feasible if X is a solution.

V0O = ) ) DVGEDXG)

il jef
The value V(x) is gives the total cost/distance of
the tour for the solution represented by X. Thetguat
represented in the table-3 is a feasible pattehne. vialue
V(X) gives the total cost of the tour for the sdodut
represented by X. Thus the value of the feasibteepa
gives the total cost represented by it. In the rtigm,
which is developed in the sequel, a search is niada
feasible pattern with the least value. Each pattdérthe
solution X is represented by the set of orderedspéi,
] for which X (i, j) =1, with understanding th#te other
X (i, j)s zeros. The ordered pair
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se{(1,4),(4,5),(5,2),(2,3),(3,6),(6,1)} } repressntthe

pattern given intable -3, which is feasible and the
ordered pair set {(1,3), (3,4), (4,6), (6,2), (2,})

represents the pattern given in fhable —4, which is a

infeasible solution.

There areM = n®ordered pairs in the two-

dimensional array X. For convenience these arange

in ascending order of their corresponding costiict
and are indexed from 1 to M (Sundara Murthy-1918j.
SN=[1, 2, 3..17] be the set of” indices. Let D be the
corresponding array of cost. If a BN and a < b then
D (a)< D (b). Also let the arrays R, C be the array of
row and column indices of the ordered pair repriegsen
by SN and DC be the array of cumulative sum of the
elements of D. The arrays SN, D, DC, R, and C ffier t
numerical example are given in thable-5. If pLISN
then (R (p), C (p)) is the ordered pair and D ()\HR
(a, C (a) is the value of the ordered pair

andDC (a) = X%, D(i).
Table-5
SN D DC R C
1 1 1 1 3
2 1 2 1 4
3 1 3 2 5
4 1 4 3 2
5 1 5 4 6
6 1 6 6 2
7 1 7 6 4
8 2 9 1 5
9 2 11 2 1
10 2 13 2 3
11 2 15 3 6
12 2 17 5 3
13 2 19 6 3
14 3 22 2 4
15 3 25 5 1
16 3 28 5 2
17 3 31 6 5
18 4 35 1 2
19 4 39 1 6
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20 4 43 4 3
21 4 47 4 5
22 4 51 5 6
23 4 55 6 1
24 6 61 3 1
25 7 68 3 4
26 8 76 3 5
27 8 84 5 4
28 9 93 4 1
Let us consider 11SN. It represents the

ordered pair (R (11), C (11)) = (3, 6).
Then D (11) =DV (3, 6) = 2, DC (11) =15.
Definition of an Alphabet — Table and a Word

Let SN = (1, 2...) be the set of indices, D is an
array of corresponding costs/distances of the edler
pair. Let arrays R, C be respectively, the row esldmn
indices of the ordered pair. Let E {a;, &, - - -- -, @},
g = SN be an ordered sequence of k indices from SN.

The pattern represented by the ordered pair whose
indices are given by lLis independent of the order qf a
in the sequence. Hence for uniqueness the indices a
arranged in the increasing order such thata., i = 1,

2, - - - -, k-1. The set SN is defined as the "/dpét-
Table" with alphabetic order as (1, 2, - - - 3 and the
ordered sequenceg s defined as a "word" of length k. A
word Ly is called a "sensible word". If & g, for i =1,

2, - - - -, k-1 and if this condition is not metistcalled a
"insensible word". A word Lis said to be feasible if the
corresponding pattern X is feasible and same ik thi¢
case of infeasible and partial feasible patterrPaktial
word Ly is said to be feasible if the block of words
represented by [Lhas at least one feasible word or,
equivalently the partial pattern represented kyhould
not have any inconsistency.

Any of the letters in SN can occupy the first
place in the partial word, L Our interest is only in set of
words of length at most equation, since the worfls o
length greater than n are necessarily infeasildearsy
feasible pattern can have only n unit entries.iif k < n,

Ly is called a partial word and if k = m, it is alfldngth
word or simply a word. A partial word,Lrepresents, a
block of words with | as a leader i.e. as its first k letters.
A leader is said to be feasible, if the block ofreio
defined by it has at least one feasible word.

Value of The Word

The value of the (partial) wordLV (L) is
defined recursively as V (L. = V (Ly1) + D (&) with V
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(Lo) = 0 where D (g is the cost array arranged such that
D (&) <D (a+1)- V (L) and V(X) the values of the
pattern X will be the same. Since X is the (paytial
pattern represented by, l(Sundara Murthy — 1979).

For example the wordsl= (1, 5, 9) then value
of LzisV (Ls) = 1+2+3 =6 and V(X) = 6
Lower bound of a partial word LB (L)

A lower bound LB (L) for the values of the
block of words represented by lcan be defined as
follows.

Feasibility criterion of a partial word

An algorithm is developed for checking the
feasibility of partial word k. =( 01003, ... OkOk+1),
given that | is a feasible partial word. We will introduce
more notations which will be useful in the sequel.

IR be an array where IR (i) = 1LJiN indicates that the
sales man is visiting city from city i. Otherwise(R =
0.IC be an array where IC (i) = LIN indicates that the
sales man is coming to city i from another cithestvise
IC (i) = 0.SW be an array where SW (i) = j indicatbat
the sales man is visiting the city j from city ith@rwise
SW (i) = 0. L be an array where L[i] & ;, iLIN [is the
letter in the 1" position of a word.

Then for a given partial wordyls (01,0503, ... 0 ), the
values of the arrays IR, IC, SW, and LW are defiaed
follows.

"IR(IR())=1,i=1,2,----- , kand IR (i)
= 0 for other elements of i

"ICC()=1i=1,2,----- , kand IC (j)
= 0 for other elements of i

" SWR@)=C@) i=12,---,kand SW
(i) = O for other elements of i

sL()=q ,i=1,2,----- , k,and L (j) =0,

for other elements of i.
For example consider a sensible partial word L
=(1, 4, 5, 9) which is feasible. The array IR, LCSW,
takes the values representedahle - 6 given below.

Table - 6
1 2 3 4 5 6
L 1 4 5 9 0 0
IR 1 1 1 1 0 0
IC 1 1 1 0 0 1
SW 3 1 2 6 0 0

The recursive algorithm for checking the
feasibility of a partial word }.is given as follows In the
algorithm first we equate IDX =1. At the end if IDX2,
then the partial word is feasible, otherwise it is
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infeasible. For this algorithm we have RA = R.(pand We start with the partial word;l= (&) = (1). A
CA=C (3+) partial word L is constructed asyl= L1 * ( ay). Where
* indicates chain formulation. We will calculate eth
Algorithm-1 values of V (L) and LB (L) simultaneously. Then two
Sreai : i ST situations arises one for branching and other for
continuing the search.
STEP 2 : ISIR (RA)=1 IFYESGOTO 9 1. LB (LY < VT. Then we check whetherlis
IFNO GO TO 3 feasible or not. If it is feasible we proceed to
consider a partial word of under (k+1). Which
represents a sub-block of the block of words
STEP3 ISIC (CA)=1 IFYESGOTOS

represented by 2 If Ly is not feasible then
[F NO GO TO4 consider the next partial word k by taking
another letter which succeedsia the position.

If all the words of order k are exhausted then we

STER 4 : I EAChEEn) JEXES o TO_ ? consider the next partial word of order (k-1).
I[F NO GOTO > 2. LB (L)) > VT. In this case we reject the partial
word L. We reject the block of word withilas
STEPS : W= CA GOTO 6 leader as not having optimum feasible solution
A and also reject all partial words of order k that
STEP 6 : IS SW (W) =0 succeeds |
IF YES GO TO 8
IFNO GO TO 7
STEP 7 : W=SW (W)
GOTO S5
STEP 8 : IDX=2(THE PARTIAL WORD IS FEASIELE)
GOTO 9
STEP 9 : STOP
Algorithm — 2

The following algorithm gives an optimal feasiwerd.
STEPO : Initialization
The arrays SN, D, DC, R, C and INX are made avkalab (=which represents position in a word)
=1. J (=which takes the letters in SN) =@= (A null sequence), the arrays IR, IC, SW and L are
initialized to zero. VT=9999, N=6, H=A\N+K. V (L) =0.

STEP 1 : J=J+1
IS XH, IF YES,GOTO?2
IFNO GO TO 7.
STEP 2 : L = Lka*(9), V (Li) =V (Lk1) +D (J)
LB (L) =V (Ly) +DC (J+N-K)-DC (J)
IS LB (Ly) =VT, IFYES,GOTO7
IFNO GO TO 3
STEP 3 : check the feasibility of(using algorithm 1)

http: // www.ijesrt.com  (C) International Journal of Engineering Sciences & Research Technology
[2634-2645]



[Reddy, 2(10): October, 2013] ISSN: 2277-9655
Impact Factor: 1.852

IS IDX=0, IFYESGOTO 1
IFNOGO TO 4
STEP 4 : IS K=N IF YES GO TO 6
IFNO GO TO 5
STEP5 : IR (R(J))=1, IC(C(J))=1, SW(R(A))=C(J), I(My=J, K=K+1,
H=N-N+K
GOTO1
STEP 6 : l is a full length word (i.e. k=6). VT=V (), record L and
VT;GOTO8
STEP 7 : ISK=1 IF YES GO TO 9 (search
is over).
IF NO GOTO 8
STEP 8: IS K=K-1, J=LW(K),IR(R(J))=0, IC (C(J))=0(K)=0, SW(R(J))=0, H=RN+Kk, GOTO1
STEP 9 : STOP. (The current value of VT, whensearch terminate

give the value of an optirfieasible word).

give the row, column and facility indices of thetée.
The last column gives the remarks regarding the
acceptability of the partial words. In the followgitable

A indicates ACCEPT and R indicates REJECT.SS
indicates same set or same group.

Search-Table

The working details of getting an optimal word
using the above algorithm for the illustrative nuitea
example is given in th&able - 7. The columns named
(1), (2), (3),..., gives the letters in the firstcend, third
and so on places respectively. The columns R,dCTan

Search Table-7

SNOJ1 |2 |3 [4 |5 |6 |[V]|LB]|R |C | REMARKS
1 1 1|6 |1 |3 |R(SS)

2 2 1|6 |14 |A

3 3 2 (6 |2 [5 [A

1 3 3 (6 |3 (2 |A

5 5 16 |46 R

6 6 1+ 7 6 [2 [R(SS)

7 7 1 [8 [6 |4 |R(SS)
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8 8 519 |1 |5 |R(SS)
9 9 = |2 |2 | [®

10 10 519 |2 |3 |R

11 11 519 |3 |6 R

12 12 5 (10 |5 |3 |R.(SS)
13 13 5 |11 |6 |3 |A

14 14 § (11 |2 |4 |R.(SS)
15 15 § (11 |5 |1 |R(SS)
16 16 8 [11 |5 |2 [R

17 17 g (12 [6 |5 |R

18 18 9 [13 |1 |2 [R

19 19 9 [13 |1 |2 [R

20 20 9 [13 |4 |3 [R

21 21 9 |13 |4 |5 |R

22 22 9 [13 |5 |6 |R.(cyde)
23 23 9 [15 |6 |1 [R

24 24 1118 |3 |1 |R

25 25 12[20 |3 |4 |R

26 26 EEEERNERE:

27 27 13]22 |5 |4 |R

28 28 14 1|1 |R

29 14 6 |12 |2 |4 |R.(SS)
30 15 6 (12 |5 |1 |R(SS)
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31 16 6 13 |5 |2 |R

32 17 6 |14 |6 |3 |R

33 18 T 115 |1 |2 R

34 19 T |8 | |6 K

35 20 T 113 |4 |3 |A

36 21 11115 (4 |5 |R

37 22 11115 |53 |6 |A

35 23115115 (6 |1 | A, VT=15
39 23 H ¥ (6 | E | RSVE
40 21 7115 |4 |5 |[R=VT
41 5 3 |7 4 |6 [R.(85)
42 6 3 |8 6 |2 | R(8S)
43 E§ 3|9 6 |4 | B.(SS)
44 8 4 (10 |1 |5 |R

45 9 4 (10 |2 |} [R

46 10 4 110 |2 |3 |R

47 11 4 |11 |3 |6 |A

48 12 6 (11 |5 |3 |R

49 13 6 |12 |6 |3 | R.lcvcle)
50 14 7T 113 |2 |4 |ER.(SS)
51 15 T 113 |2 |4 [R(8S)
52 16 7114 |5 |2 | Ricvcle)
53 17 7 115 |6 |5 |R=VT
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54 12 1 [12 [5 |3 |R(SS)
55 13 413 |6 |3 |A
56 14 7 [13 |2 |4 |R.(5S)
57 15 7 |13 |3 |1 [RG5S
58 16 7 |14 |5 |2 |Rucyce)
59 17 7 |15 |6 |5 |R=VT
60 14 5 |14 |2* |4 |[R
61 15 5 [15%[5 |1 |R=VT
62 rl 2 (7 |3 |2 |A
63 5 3|7 |4 |6 |R(SS)
64 6 3 |8 |6 |2 |R(SS)
65 7 3 |9 |6 |4 |R(SS)
66 8 F |10 [1*|5 |R
67 9 4 (10 (2 |1 |A
68 10 6 [10 |2*|3 |R
69 11 6 |10 |3*|6 |R
70 12 6 |11 |5 |3 |R(59)
71 13 6 |12 |6 |3 |A
72 14 9 [12 |2* |4 |R
73 15 9 |12 |5 | 1* | R.(S8)
74 16 9 [12 |5 |2*|R
75 17 5 |13 | 6|5 |R
76 18 10[14 [1*[2 |[R
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77 19 10]4 [1*[6 |R

78 20 10|14 |4 [3*|R

79 21 10[14 |4 |5 |A

50 22 (14|14 |5 |6 |ANVT=14
81 22 10/ 14*|5 |6 |R=VT
g2 14 7 (13 |2 |4 |R(SS)
83 15 7 [13 [5 |1 |R(SS)
g4 16 7 [14%]5 [2 [R=VT
85 10 1 (10 [2 |3 |Ruicyce)
86 11 4 |11 [3*[6 |R

87 12 4 |12 |5 [3 |[R

g8 13 413 |6 |3 |A

89 14 7 |13 [2 [4 [R

90 15 7 |13 |5 |1 |R

o1 16 7 [14%[5 |2 |R=VT
92 14 5 [14%[2 [4 R

03 5 2 (8 [4 |6 |R(SS)
94 6 2 (9 [6 [2 [R(SS)
95 7 2 |10 |6 |4 |R

96 8 3 (11 I |5 | B

97 9 3 (11 |2 |1 |A

98 10 5 |11 |[2*[3 [R

99 11 5 |12 |3 |6 |A
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100 12 7 112 |5 |3 [RASS)

101 13 T 113 |6 |3 |R. (cycle)

102 14 & | 14|12 |4 |R=VT

103 12 5 |13 |5 |3 | RASS)

104 13 5 |14%|6 |3 |R=VT

105 10 3 |12 |2 |3 A

106 11 5 112 |3 |6 |A

107 12 TR a5 R

108 13 T 113 |6 |3 |R.(cvcle)

109 14 g |14*%| 2 |4 |R=EVT

110 12 5 |13 |5 |3 | RA(SS)

111 13 > | 14*¥|16 |3 |R=EVT

112 11 3113 |3 |6 |A

113 12 ¥ B |55 | B

114 13 5 |14%16 |3 |R

115 e 3 |14%|5 |3 |[REVT

116 T 1 (11 |6 |4 [R.(S8)

117 g 2 112 |1 |5 [RASS)

118 9 2 113 |2 |1 |A

119 10 4 113 [2*(3 |R

120 11 4 |14%|3 |6 |R=VT

121 10 2 |14%|2 |3 |R=EVT

At the end of the search the current value of VT Table-7

is 14 and it is the value of the optimal feasibleral_s= 1 2 3 4 5 6
{2, 4,9, 13, 21, 22}t is given in 88" row of the search IR 1 1 1 1 1 1
table. The array IR, IC, SW and L takes the values IC 1 1 1 1 1 1
represented in thkable-7. The pattern represented by the SW 4 1 2 5 6 3
above optimal feasible word is represented in thle- L 2 62 67 71 79 8

8.
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X(i.j)=

The tour represented by the above pattern is
(1,4), (3,2),(2,1),(6,3),(4,5),(5,6)n thistour the optimal
solution for the considerable numerical examplé4dt
also can be represented by 4— 5— 6 -3 -2 —1.
The diagramed representation of this arrangement ca
also see in thégure-3.
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Conclusion

In this paper, we have developed a Lexi-Search
algorithm based on pattern recognition technique to
solve. The model is then formulated as a zero one
programming problem. A Lexi- Search Algorithm based
on pattern recognition technique is developed #itilgg
an optimal solution. A suitable numerical exampde i
discussed for better understanding of the concepts
the steps involved in the algorithm.
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